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Artificial	Intelligence

A	set	of	technologies	that	
enable	machine intelligence to	
simulate	or	augment	elements	
of	human	thinking

deep	learning

machine	learning

neural	networks

search

probabilistic	reasoning

etc.

vision

speech

language

knowledge

problem	solving

etc.



AI,	Machine	Learning,	Deep	Learning

“Deep	Learning”,	Ian	Goodfellow,	2016“What’s	the	Difference	Between	Artificial	Intelligence,	Machine	Learning,	and	Deep	Learning?”,	Michael	Copeland,	2016



How	is	it	different?

Teach	machines,	not	instruct

Increasing	compute	power

Massive	growth	in	data

Advanced	statistical	methods	

+



Where	is	it?

Translator
Facebook
AI	Research



How	you	can	use	it?

process	automation

task/decision	augmentation

bring	intelligence	to	data

customer	service

etc.

but	– start	with	the	problem



Machine	Learning



Designing	a	solution	using	Machine	Learning
Data Sources Ingest Prepare Analyze Publish Consume

Sensors	
or	devices

Stream
Analytics Machine

Learning

Business
apps

Event
Streaming

Functions

Enterprise	
data	sources

Blob	storage

Data	Factory:	Move	data,	orchestrate,	schedule	and	monitor

Data	Catalog:	Register,	annotate,	understand,	discover	data	sets

HDInsight

Event
Hubs

HDInsight

Machine
Learning

Stream
Analytics

SQL
Database



Deep	Learning



Deep	Learning

Labrador

Larger	and	deeper	networks
• Many	layers;	some	up	to	150	layers

• Billions	of	learnable	parameters

• Feed	Forward,	Recurrent,	Convolutional,	
Sparse,	etc.

Training	on	big	data	sets
• 10,000+	hours	of	speech
• Millions	of	images
• Years	of	click	data

Highly	parallelized	computation
• Long-running	training	jobs	(days,	weeks,	months)

• Acceleration	with	GPU

• Recent	advances	in	more	computer	power	and	big	
data



Grocery	item	object	detection	and	recognition
• Automated	grocery	inventory	
management	in	connected	refrigerators

• Implemented	Fast	R-CNN	object	
detection	in	CNTK.	REST	API	published	
using	Python	Flask

• Annotated	311	images,	split	into	71	test	
and	240	training	images.	In	total	2578	
annotated	objects,	i.e.	on	average	123	
examples	per	class

• Prototype	classifier	has	a	precision	of	
98%	at	a	recall	of	80%,	and	93%	
precision	at	recall	of	90%

• https://blogs.technet.microsoft.com/machinelearning/2016/09/02/microsoft-and-liebherr-collaborating-on-new-
generation-of-smart-refrigerators/





Examples	of	real-world	applications
Vision Speech Language

Natural	Language	Processing

Intent: PlayCall

Knowledge

Here	are	the	top	results:

The	purpose	of	Customer	Life-cycle	Management	(CLM)	is	to	
maximize	both	customer	retention	and	....	Predictive	trend	
analysis	provides	business	visibility.

Oct	28,	2015	– Here	are	FIVE	key	trends	in	2014	that	would	
help	marketers	in	rolling	...	Of	late,	marketers	are	looking	at	
customer	lifecycle	management	(CLM)

Jan	5,	2016	– The	top	10	customer	service	trends for	2016	that	
....	North	American	Consumer

Search

Here	is	what	I	found:	

It	also	investigates	the	top	three	expected	Fraud
Detection	and	Prevention programs,	in	terms	of	
demand	in	key	markets…

First,	let’s	point	out	that	there	is	not	one	absolute	
answer—there	are	“pros”	and	“cons”	to	each.	Those	
who	favor	in-house…

Michael	heads	fraud	prevention	tool.	Online	and	
mobile	shopping	are	expected	to	continue	growing	
apace…















Language	
understanding	
models



















Progress	And	Predictions



Artificial Intelligence: 
Progress and Predictions

Ece	Kamar	
Researcher,	Microsoft	Research	Redmond	
http://www.ecekamar.com/



Exciting Times 



Exciting Times 



Public Perception 



What Happens in the Real World 



What Happens in the Real World 



3 Questions 

n What	is	AI?	
n Where	are	we?	
n Where	are	we	headed?	



AI 100: One Hundred Year Study of AI
n A	longitudinal	study	of	influences	of	AI	advances	
on	people	and	society:	
¨ Analysis	of	trends,	developments,	potential	disruptions	
¨ Formulating	recommendations	and	guidance	

n Target	audience:	
¨ AI	researchers	
¨ Industry	
¨ General	public	
¨ Policy	makers	

https://ai100.stanford.edu/sites/default/files/ai_100_report_0831fnl.pdf



Charge for the 1st Study 

n Focus:	Large	urban	areas	(typical	North	
American	city)
¨ Identify	possible	advances in	AI	over	15	
years	and	influences	on	daily	life	

¨ Specify	scientific,	engineering	and	legal	
efforts	needed

¨ Consider	actions	needed	to	shape	outcomes	
for	societal	good,	deliberating	design,	
ethical	and	policy challenges	



Study Panel
Chair: Peter Stone, UT Austin

• Rodney Brooks, Rethink Robotics 
• Erik Brynjolfsson, MIT 
• Ryan Calo, University of 

Washington 
• Oren Etzioni,  Allen Institute for AI 
• Greg Hager, Johns Hopkins
• Julia Hirschberg, Columbia
• Shivaram Kalyanakrishnan, IIT 

Bombay

• Ece Kamar, Microsoft 
• Sarit Kraus, Bar Ilan
• Kevin Leyton-Brown, 

UBC 
• David Parkes, Harvard 
• William Press, UT Austin 
• Julie Shah, MIT 
• Astro Teller, X 
• Milind Tambe, USC 
• AnnaLee Saxenian, 

Berkeley



Report Structure 

n Preface	for	context	
n Executive	Summary	(1	page)
n Overview	(5	pages)
n Introduction	

¨ Defining	AI;	Current	research	trends	

n AI	by	domain	
¨ 8	areas	with	likely	urban	impact	by	2030
¨ Look	backwards	15	years	and	forward	15	years	
¨ Opportunities,	barriers	and	realistic	risks

n Policy	and	legal	issues	
¨ Current	status,	recommendations	



Quick History Lesson 



Where are We? Where are We Headed? 

n Transportation
n Home-service	robots	
n Healthcare	
n Education
n Public	safety	and	security		
n Low-resource	communities	
n Employment	and	workspace	
n Entertainment

Short-term

Longer-term



Employment and Workplace 

n Near	term:	AI	will	replace	more	tasks	than	jobs	
¨ Will	create	jobs,	but	harder	to	predict	what	types	

n Medium	term:	Path	for	lower	costs	for	goods	and	services	
¨ Distribution	of	wealth	will	be	an	issue	

n Long	term:	Fear	of	replacing	all	human	jobs	is	overblown
¨ Social	safety	nets	may	be	needed



Key Takeaways

n “The	Study	Panel	found	no	cause	for	concern	that	AI	is	a	imminent	
threat	to	humankind.”

n “No	machines	with	self-sustaining	long-term	goals	and	intent	have	
been	developed,	nor	are	they	likely	to	be	developed	in	the	near	
future.”



Key Takeaways continued…

n “Emerging	technologies	have	potential	to	profoundly	transform	
society	and	economy	for	the	better	by	2030.”

n “AI	will	not	replace	people,	it	will	augment	them.”
n “Need	increased	focus	on	building	systems	that	can	collaborate	
effectively	with	people.”

n “Towards	intelligent	systems	that	are	human-aware	and	
trustworthy”.	



Interdisciplinary Issues 

n Biases
n Transparency	of	AI	
n Fair	access
n Definition	of	responsibility
n Potential	for	good	and	bad	
n Technical	expertise	at	all	levels	of	decision-making		



AI	Implications	(and	a	few	more	examples)
�We	overestimate	the	impact	of	technology	in	the	short	term	
and	underestimate	it	in	the	long	term

� Things	go	from	being	really	bad	to	really	good	in	a	few	short	
years	(voice,	translation,	etc.)

� Kaltura	– just	an	API	call…

�McDonalds	– voice	ordering
�Manulife	– voice	analysis	– live	suggestions	by	a	bot	on	
customer	(and	agent)	emotions,	etc.



Implications	in	Higher	Education
� LMS	– student	engagement	tracking
� Collaboration	Platform	– usage,	plagiarism,	etc.
� Classrooms	– student	(faculty?)	engagement,	mood,	tone	
(facial	analysis	and	voice)

� CCTV	– security,	location,	mood
� Student	Residence	– safety,	waking	hours,	attendance
� Cafeteria/campus	restaurants	– wellness



Concerns
� Student	Privacy	&	Buy-In
� Faculty	Concerns
� Other	Potentially	Inappropriate	Uses:
� Prediction of Student Success
� Confirmation Bias
� Likely lots more…

Establishing	an	initial	governance	framework	will	be	critical	to	
maintaining	stakeholder	trust


